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Abstract— Our geometry-independent bulk data
dissemination protocol, Deluge, has been found to
suffer from slower propagation in the central areas
of a wireless sensor network due to hidden-terminal
collisions caused by increasing neighborhood size,
and consequent effects on timing and sender sup-
pression. Using simulation, we investigate whether
modifications to the Deluge algorithm that use explicit
geometric information to manage the propagation
pattern can lessen contention and reduce total time
to completion. We find that the extra complexity
of sharply-defined geometric patterns outweighs the
marginal and network-dependent benefits that can be
gained from their use, but that a simpler class of tech-
niques based on reducing the set of possible senders
according to link quality can improve dissemination
performance.

I. INTRODUCTION

Wireless sensor networks (WSNs) represent a
new class of computing with large numbers of
resource-constrained computing nodes cooperating
on essentially a single application. WSNs must
often operate for extended periods of time unat-
tended, where evolving analysis and environments
can change application requirements, creating the
need alter the network’s behavior by introducing
new code. Unlike the traditional method of pro-
gramming a node over a dedicated link, the embed-
ded nature of these systems requires a mechanism
to propagate new code over the network. However,
developers face a more immediate problem. As
WSN research matures, the scale of testbeds and
deployments continues to grow. Testbeds sized at
tens of thousands of nodes are now on the hori-
zon, making code propagation over the network
a necessity in the debugging and testing cycle.
These factors suggest that network programming
(the programming of nodes by propagating code
over the network) is required for the success of
WSNs. Specifically, we consider the propagation of
complete binary images.

In general, the dissemination process should re-
quire a minimal amount of time. This not only

reduces any service interruptions to an deployed
application, but is also useful in shortening the
debugging and testing cycle. However, the most
current version of Deluge can be affected by den-
sity. Specifically, in dense networks, the contention
and collisions caused by the random interactions
of neighboring nodes harms the performance of
Deluge since its suppression techniques rely on
overhearing.

In this paper, we investigate and evaluate a num-
ber of geometry-based approaches, where nodes
make use of information about the location of
neighboring nodes to limit their interactions to a
small subset of neighbors. The current version of
Deluge allows interactions between any pair of
nodes which can hear each other, even if they are
intermittently connected.

The rest of this paper is organized as follows:
Section II of this paper reviews related work;
Section III presents the current version of Deluge
and how its propagation dynamics are affected by
spatial node density; Section IV presents the various
geometry-based approaches we investigate; Section
V evaluates these approaches; and concludes with
Section VI.

II. RELATED WORK

The problem we address is an important spe-
cial case of reliable data dissemination. The main
differences include the dissemination of data over
lossy links, a constrained storage hierarchy, and the
need to retain the most recent copy in order to
propagate data to additional nodes as they become
connected over time. Deluge builds on two bodies
of prior work. The first is controlled flooding for
communication in wireless and multicast networks.
Scalable Reliable Multicast (SRM) is a reliable mul-
ticast mechanism built for wired networks [4], using
communication suppression techniques to minimize
network congestion and request implosion at the
server.



For data dissemination in wireless networks,
naive retransmission of broadcasts can lead to
the broadcast storm problem, where redundancy,
contention, and collisions impair performance and
reliability [8]. The authors discuss the need to have
a controlled retransmission scheme and propose
several schemes, such as probabilistic and location-
based methods. The experiments conducted by
Ganesan et al. identify several interesting effects
at the link-layer, notably highly irregular packet
reception contours, the likeliness of asymmetric
links, and the complex propagation dynamics of
simple protocols [2].

Demers et al. propose an epidemic algorithm
based on strictly local interactions for manag-
ing replicated databases which is robust to un-
predictable communication failures [1]. SPIN-RL
is an epidemic algorithm designed for broad-
cast networks that makes use of a three-phase
(advertisement-request-data) handshaking protocol
between nodes to disseminate data [5]. The epi-
demic property is important since WSNs experi-
ence high loss rates, asymmetric connectivity, and
transient links due to node failures and repopula-
tion. However, their results show control message
redundancy at over 95% as SPIN-RL considers the
suppression of only redundant request messages,
and for lossy network models SPIN-RL does not
perform as well as naive flooding. Trickle builds
upon this approach by proposing SRM-like suppres-
sion mechanisms to minimize redundant transmis-
sion of control messages and pseudo-periodic ad-
vertisements to increase reliability, allow for quick
propagation, and consume few resources in the
steady state [7]. However, Trickle only provides
a mechanism for determining when nodes should
propagate code. Deluge builds directly off Trickle,
by adding support for the actual dissemination of
large data objects with a three-phase protocol sim-
ilar to SPIN-RL.

Because reliability is of top priority, Deluge
also borrows ideas from prior work in reliable
data transfer protocols. Pump Slowly, Fetch Quickly
(PSFQ) [13] and Reliable Multi-Segment Transport
(RMST) [10] are selective NACK-based reliable
transport protocols designed for WSNs where low
bandwidth and high loss rates are common. Because
the cost of end-to-end repair is exponential with the

path length, both protocols emphasize hop-by-hop
error recovery where loss detection and recovery is
limited to a small number of hops (ideally one).
Like PSFQ and RMST, Deluge uses a selective
NACK-based approach and error recovery is limited
to a single hop. However, these approaches do
not consider methods for adapting to spatial node
density.

Research activity directed at network program-
ming for WSNs has been limited. Recently, TinyOS
[12] has included limited support for network pro-
gramming via XNP [3]. However, XNP only pro-
vides a single-hop solution, requiring all nodes to
be within bidirectional communication range of the
source. Additionally, repairs are done on a whole
file basis, requiring expensive scans through exter-
nal flash to discover missing data.

A more comprehensive approach to network pro-
gramming is presented with Multihop Over-the-Air
Programming (MOAP), supporting distribution of
a program image over a multihop network [11].
Deluge shares many ideas with MOAP, including
the use of NACKs, unicast requests, broadcast data
transmission, and windowing to manage metadata
required to keep track of which segments are re-
quired. However, MOAP ignores many key design
options. For example, MOAP does not fragment the
image, requiring nodes to receive the entire code
image before making advertisements. Thus, it does
not allow the use of spatial multiplexing to leverage
the full capabilities of the network. Additionally,
methods to deal with the adverse effects of asym-
metric links are not considered.

A difference-based approach to programming
has also been proposed [9]. This code distribu-
tion scheme attempts to save energy by sending
only the changes to the currently running code.
Using optimizations such address shifts, padding,
and address patching, code update information can
be minimized. While a method for efficiently dis-
tributing code update information is not discussed,
such difference-based methods are orthogonal and
complement data dissemination protocols.

III. DELUGE

The Deluge algorithm acts as a “pull” system.
Nodes periodically advertise the state of their own
image. If a node receives an advertisement from a
neighbor with a newer or more complete image,



the node requests data and continues requesting
until the reliable delivery unit has been successfully
received. The node then advertises the new data, and
the process repeats.

A. Data Representation

In order to manage a data object that is much
larger than RAM, Deluge divides the object into
smaller pieces. The data object is first divided into
pages, with fixed size Spage. The size of a page is
chosen to fit comfortably into a RAM buffer. These
pages are further subdivided into P packets of size
Spkt. The size of a data packet is chosen to fit into
a single network message. Dividing the page into
packets allows a bit-vector to represent the reception
state of a page.

We divide the image into pages for several rea-
sons. With an algorithm that requires pages to be
received in order, a single node’s progress can be
represented by a single page number: the highest-
numbered page it has received. Also, the complete
reception of a page provides a natural inflection
point at which a node can cease acting as a receiver
and start acting as a sender, in order to support
spatial multiplexing within a multi-hop network.
Finally, pages can be given individual version num-
bers. This enables nodes to upgrade from previously
disseminated images without requesting pages con-
taining data that has not changed. The whole image
is also given a version number, to allow nodes to
determine when new data must be downloaded.

B. Dissemination Algorithm

A node executing the Deluge algorithm can be in
one of three different states: Maintain, Request, or
Transmit.

1) Maintain: The Maintain state represents the
quiet periods when dissemination is not actively
occurring. Time is divided into rounds, with round
i beginning at time ti with length τm,i. At the be-
ginning of each round, each node selects a random
time ri within the range [ τm,i

2
, τm,i]. The duration

of a round ranges between τl and τh. The summary
of data available on a node is represented by φ.

At time ti + ri, a node broadcasts a summary φ
of the information it contains if it has not already
received an identical summary φ′ during the round.
This suppression technique, as originally proposed
in [7], limits the number of advertisements in a

neighborhood to O(log n) where n is the number
of nodes in that neighborhood. At time ti + τm,i,
the node begins a new round. If no inconsistent
summaries have been received, it doubles the length
of the round, up to the maximum round length τh.
If an older or newer summary has been received,
it sets τ to the minimum length τl. This changing
round length ensures that fewer advertisements are
sent when the network is quiescent, but also ensures
that when new data is introduced, other nodes will
quickly become aware of it.

At the end of a round in which a newer data
summary φ′ was received, a node enters the Re-
quest state unless a request packet was overheard
during the previous 2 rounds, or a data packet was
overheard during the previous round. This heuristic
is intended to lessen contention by preventing a
node from requesting a page while other nodes
in its neighborhood are receiving or transmitting
data. Conversely, at the end of a round in which
a request packet was received, a node enters the
Transmit state. Request packets will be discussed
in the following section.

2) Request: Once a node has become aware of
a neighbor with newer data, that node enters the
Request state and becomes responsible for reliably
acquiring the next needed page. This is accom-
plished by sending request messages containing the
number of the needed page and also containing a
bit-vector representing the packets that are needed
from the requested page.

After a short randomly chosen delay τr, a node
transmits a request message to that neighbor. The
random delay creates space that lowers the chance
of collisions between messages from multiple re-
questing nodes. If no responses are heard within ω
packet times, the request is repeated after waiting
for a newly chosen τr. For a request of p packets,
if εp, ε ∈ [0, 1] of those packets are received,
the request process is allowed to continue. Once
λ requests have been sent, or the page has been
received, the node returns to the Maintain state. The
λ request limit prevents a node with an asymmet-
rically good outbound link and poor inbound link
from forcing too many redundant transmissions of
data. In addition, a node can receive packets for
the current page without necessarily being in the
Request state, to take advantage of broadcast over-



hearing. Once each packet in the currently needed
page has been received, the page is committed to
persistent storage and the “needed page” counter is
incremented.

3) Transmit: A node in the transmit state re-
sponds to requests by transmitting the requested
packets one-by-one. For each new request message,
the node takes the union of packets waiting to be
sent and the packets requested by the new message.
The node then continues to send the packets in
circular order for fairness. Once no further packets
are waiting to be sent, the node returns to the
Maintain state.

C. Simulation Results

In this section, we discuss the propagation behav-
ior of Deluge for a square topology. Figures 1(a)
and 1(b) show the propagation of five pages from a
corner node through a 20× 20 network with nodes
spaced 15 and 10 feet apart. These results are from
a single experiment, but are representative of all
other experiments performed on similar topologies.
With a topology containing nodes spaced 15 feet
apart, the propagation behaves as expected: the data
moves at a roughly constant rate in a nice wavefront
pattern from corner to corner. The irregularities are
due to the non-uniform loss rates and contention.

An interesting behavior emerges as we increase
density. To show this behavior, we repeat the exper-
iment with a 20 × 20 network with adjacent nodes
spaced 10 feet apart, increasing the density by 2 1

4

times. As shown in Figure 1(b), the propagation
begins as it did in the sparse case. But soon after,
the propagation along the diagonal begins to slow
significantly while quick propagation along the edge
continues and completely wraps around the edge
before filling in the middle.

The root cause of this behavior is the hidden
terminal problem, which occurs when two nodes A
and C communicating within the range of node B
are unable to coordinate their transmissions, thus
causing collisions when transmitting to B. Nodes
in the center of the network have more neighbor-
ing nodes and experience a greater probability of
collisions than those on the edge of the network.

Deluge’s reaction to collisions is compounded by
a more subtle problem. Recall that Deluge achieves
its density-aware property by taking advantage of
the broadcast medium to overhear similar packets

and suppresses redundancies by employing a linear
backoff scheme. Thus, it relies on overhearing pack-
ets to estimate node density. When the channel is
pushed to saturation, the high number of collisions
can cause such a mechanism to severely underesti-
mate the number of neighbors, stimulating transmis-
sion of more redundant messages, causing more col-
lisions, and leading to congestion collapse. While
Deluge borrows the suppression mechanisms from
Trickle, it differs because it operates near channel
capacity to quickly disseminate large amounts of
data. The authors of Trickle studied its performance
with a relatively low data rate.

In each of the setups thus far, the propagation
began at a corner node. We now examine the be-
havior when the source node is placed at the center
of the network. One might suggest that starting the
propagation in the center might help to eliminate the
behavior of following the edge and also decrease
the propagation time by about half. We repeat the
simulations with τr at 0.5 seconds except with a
21 × 21 grid and the source node at the center of
the network rather than at the corner.

Figure 1(c) shows the propagation behavior for
the sparse case (spacing 15). The time to reach
all nodes is reduced by approximately 40%. Ad-
ditionally, the propagation still does not behave
in a nice circular manner. One cause is Deluge’s
depth-first tendency, where propagation of a single
page along good links is not blocked by delays
caused by poor links. Notice that the propagation
speeds up as it approaches the edge of the network.
Figure 1(c) shows the propagation behavior for the
dense case (spacing 10). The time to reach all
nodes is reduced by approximately 25%, which
is significantly less than the expected 50%. Even
though placing the source at the center effectively
reduces the network diameter by half, Deluge is
unable to take advantage of the quick edges since
nodes in the center experience a greater number of
collisions. However, once the propagation reaches
an edge, it begins to speed around the edge as
before.

IV. GEOMETRIC TECHNIQUES

As described above, Deluge is a geometry-
independent dissemination system. The pattern in
which the data propagates is the combination of
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Fig. 1. Simulated Propagation Time for 1 Page. Figures (a) and (b) are from a 20 × 20 Grid Topology with the base node in
the corner. Figures (c) and (d) are from a 21 × 21 Grid Topology with the base node in the center of the network.

many local responses to instantaneous connectiv-
ity at the time of advertisement and request. The
overhearing-based suppression of advertisements is
intended to select a small subset of nodes to be
senders; a subset that should create much less
contention than allowing every node to become
a sender would create, but should also provide
as much coverage as is possible. However, the
composition of this subset is also determined locally
and instantly, and is not guaranteed to provide both
maximal coverage and minimal contention.

By actively selecting senders and receivers, in-
stead of relying on instantaneous connectivity and
suppression, we may be able to lessen the amount
of contention and increase the speed of the dis-
semination. Our experiments examine the effects of
using explicit information about the geometry of
the network to perform this active sender selection,
and evaluate the effects of sender-set shaping on
dissemination progress. Excessively reducing the
number of senders will lessen the amount of ben-
eficial parallelism and spatial multiplexing, and we
must balance this with contention reduction.

A. Fixed-Parent Dissemination

Our first experimental geometric modification of
the sender set assigns each node a single dissem-
ination parent. The node only responds to adver-
tisements from this parent, and requests data only
from it. By giving each node a specific parent, we
can create different geometric patterns within the
network in order to build a contention-lessening
sender set. The fixed parent approach does have
one drawback, in that it eliminates the possibility of
more flexible sender selection based on proximity.

Our experiments examine the relative influence of
these two factors.

1) Line Dissemination: As seen in the earlier
experiments, propagation proceeds more quickly
along the edge of the network than through the
center. By creating artificial edges that pass through
the center of the network, we hope to disseminate
data to central nodes without suffering from the
contention that normally hinders dissemination in
this area. We create three different fixed-parent
patterns: an edge that crosses the entire network,
an edge that extends to the center of the network,
and an edge that extends to the center before forking
into three perpendicular edges.

In addition, we start the dissemination in three
different ways: from the corner using diagonal lines,
from the corner to the center of an edge then using
“Manhattan” lines, and immediately from the center
of an edge using “Manhattan” lines. We perform
these tests because the difference in average link
quality between diagonal and “Manhattan” edges is
significant.

Because these patterns will clearly not reach
every node, we use a phase transition technique
by which the successful receipt of data by a node
at the end of a line epidemically shifts the rest of
the network from the fixed-parent model to the stan-
dard open-advertisement model. To further decrease
contention, we insert a new rule that prevents a non-
edge node from advertising while dissemination is
proceeding along a neighboring edge.

2) Tree Dissemination: Previous work [14] has
introduced Minimum Expected Transmissions rout-
ing to the wireless sensor network space. Briefly,
MET routing builds a tree from a single source node



Fig. 2. The fractal dissemination algorithm on a 17x17 grid.
Pages can only travel from nodes to neighbors who lie on lines
equal to or 1 unit smaller in width.

to each destination node using the Bellman-Ford
shortest path algorithm. Each pair of nodes within
radio range is assigned an edge, and the weight of
that edge is set to be the expected number of trans-
missions needed to successfully transfer a message
between that pair of nodes. The ET value for each
edge (u, v) is computed as 1

psuccess(u,v)
×

1

psuccess(v,u)
,

combining the ET values in both directions to
encourage bidirectional links.

We build a MET tree according to the success
probability of each link in our simulated radio
network, and then set each node’s dissemination
parent to be its MET tree parent. We seek to
determine whether restricting a node’s sender to be
the optimal sender for routing single messages will
result in fewer retransmissions and therefore less
contention as dissemination proceeds along the tree.

B. Fractal Dissemination

We also attempted to control dissemination by
imposing a recursive “fractal” overlay on sensor
grids. A sample overlay is shown in Figure 2. The
outer edges and nodes in the horizontal and vertical
center lines of the grid are assigned an index.
The four quadrants created by this process are in
turn quartered, and nodes on center quadrant axes
are assigned indices of increasing value. During
dissemination, nodes may only request pages from
their neighbors where the destination node index is
either equal to or one greater than the source node.

This algorithm is intended to reduce request con-
tention and encourage propagation toward the center
of the grid, and the center of each quadrant, and
the center of each quadrant’s quadrants, etc. There
are multiple redundant propagation paths to any

particular node, so faulty links in the grid should
not prevent complete dissemination.

C. Density Awareness

In its original implementation, Deluge places a
fixed bound on the random timers used in its sup-
pression mechanisms. Specifically, the delay bound
on the request timer is fixed to τr. One observa-
tion is that this random delay bound can easily
become saturated in dense networks where there are
essentially more nodes that wish to send packets
than there are transmission slots. This, in turn,
causes greater contention and collisions. Instead,
we investigate whether making τr adaptive helps
to alleviate this problem. To do so, we assume an
idealized neighborhood estimation mechanism and
pre-compute the number of neighbors within each
node’s interference range based on the simulated
network topology. Nodes use this information to
adjust τr with a deterministic function. We consider
both linear and exponential functions. In the linear
function, we assume that a packet transmit time is
32 ms and scale the value of τr as follows:

τr = (
N

2
· 32)

τr = (2
N

16 ) · 32 + 512

The factor of 0.5 in the linear equation represents
that, on average, half of the nodes are creating hid-
den terminal collisions. In the exponential equation,
the scaling factor of 1/16 is intended to represent
the number of packet times available in the 512ms
constant term. The hope is that by increasing τr

as the density of the neighborhood increases, less
contention and fewer collisions will occur, allowing
for faster propagation.

D. Neighborhood Reduction

The Deluge protocol takes a simplistic approach
and does not incorporate any ability to learn about
the quality of links between nodes. Thus, a node
attempts to make a request from any neighboring
node which advertises the needed data, and does
so regardless of whether any prior requests to that
node were successful or not. Instead, we consider
an approach where nodes restrict themselves to
requesting data only from “good” neighbors. To test
the feasibility of this approach, we use two different



idealized methods to select this subset of neigh-
bors: (i) neighbors which are closest geometrically
and (ii) the neighbors with the best bidirectional
link quality. This approach is similar to the tree
topology, but is generalized such that nodes have
more flexibility in choosing which nodes to request
data from. The set of “good” neighbors for each
node is precomputed from the simulated network
topology. We experimented with limiting the size
of this subset to four and to eight nodes.

E. On-Line Estimation

The geometric optimizations considered thus far
strongly assume that each node is aware of its
own Cartesian coordinates and can compute the
Cartesian location of any other node based only on
its address, assumptions that are unlikely to hold
true in real deployments of Deluge. Therefore, we
modify several of our earlier geometric techniques
to obtain information from on-line estimators. We
use the MET routing system from [14] in con-
junction with our own geometrically aware Deluge.
The MET routing algorithm uses periodic beacon
messages to gather the link quality estimates needed
for computation of the edge weights, as well as
for propagating the cost information out from the
source. We explore the effect of using these link
quality estimates to perform neighborhood reduc-
tion, and of using the estimated MET tree to per-
form tree dissemination.

V. EVALUATION

A. Simulation Environment

Each of the proposed optimizations to the Deluge
protocol were implemented in the nesC program-
ming language on the TinyOS platform. To evaluate
and investigate the behavior of the optimizations,
we used TOSSIM, a node-level simulator designed
specifically for the TinyOS platform [6]. TOSSIM
compiles directly from unmodified TinyOS appli-
cation code and simulates communication between
nodes at the bit level. One advantage of TOSSIM
is that it simulates the same application logic that
runs on TinyOS hardware. We focus our discussion
on TOSSIM’s radio model, because the radio is
the most significant shared resource of a WSN and
is the most important component when simulating
Deluge.

Capturing sufficient detail when simulating the
communication between nodes is essential since the
behavior of dissemination protocols can be highly
sensitive to low level factors. We have experimented
with evaluating Deluge using high-level simulators,
but they were unable to capture unique behaviors
that appear only when we simulated a detailed
model of the datalink-level network interactions and
bit-level radio interactions.
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Fig. 3. TOSSIM Packet Loss Rates vs. Distance

The network itself is modeled by a weighted
directed graph G = (V,E), which is static for the
duration of the simulation. Each vertex v′

∈ V rep-
resents a node and each edge (u, v) ∈ E specifies a
bit-error rate in the direction from u to v. The bit-
error rate represents the probability that a given bit
is flipped in transmission from u to v. Each per-link
bit-error rate is a function of the distance between u
and v, and is independently chosen from a random
distribution derived from empirical data collected
on Mica nodes. Figure 3(a) shows this model’s
packet success rate over distance, and the bit-error
rate is derived from the packet-level success rate.
Sampling the bit-error rate for each directed edge
allows for asymmetric links in which the bit-error



rate for (u, v) is significantly different than that for
(v, u). This is important because asymmetric links
are a common occurrence in WSNs.

TOSSIM treats the transmission of each individ-
ual bit as an event. If a node receives bits from
multiple senders at the same time, the received bit
is the union of all the transmitted bits, which will
likely result in a packet that fails the CRC check
executed further up in the stack. This enables the
simulator to model real-world wireless interference
and the effects of the hidden-terminal problem.

However, TOSSIM does have a simpler interfer-
ence model as compared to real-world RF propa-
gation. The transmission strength for each node is
simulated as uniform within a 50-foot radius. This
implies that while a close node may have a lower
bit-error rate, it will be unable to overpower the
signal of a further node. It is important to note that
this aspect of TOSSIM is overly pessimistic when
compared to the real world, where signal strength
can fade at a polynomial rate with distance. In
order to examine the sensitivity of our results to
this pessimistic interference model, we also present
experiments using a fixed interference range of 25
feet, as seen in Figure 3(b). The lower interference
range is intended to model an environment in which
poorly-connected nodes are unable to interfere with
the signals of more strongly-connected nodes.

B. Performance Metrics

Without a deeper performance model of data dis-
semination within a homogeneous wireless network,
total time to completion does not offer much insight
into the differences between our geometric opti-
mizations. Therefore, we have developed several
new metrics for use alongside total completion time.
These metrics are based on breaking down each
simulation, and calculating the time spent using the
radio and the time spent idle, for each state, as in
the example shown below for the original Deluge
algorithm.

Original Deluge
Average Time Spent (s)

Total: 356.252

Maintain State: 333.979
Idle: 313.173
Messaging: 20.806

Receiving: 19.474
ADV: 11.575
REQ: 4.552
DAT: 3.347

Sending: 1.332
ADV: 1.331

Request State: 19.810
Idle: 15.866
Messaging: 3.944

Receiving: 3.128
ADV: 0.548
REQ: 1.315
DAT: 1.264

Sending: 0.817
REQ: 0.816

Transmit State: 2.463
Idle: 1.035
Messaging: 1.427

Receiving: 0.264
ADV: 0.061
REQ: 0.120
DAT: 0.083

Sending: 1.164
DAT: 1.164

The Error-Free Reception Rate represents the
losses due to contention. This is calculated by
counting the number of messages sent within the
radio neighborhood of each node, multiplying by
the average packet success rate of all the inbound
radio links, and then dividing by the number of
messages actually received by the node. The REQ-
DATA Ratio is calculated by dividing the number
of request packets sent by the 22-packet data page.
A high REQ-DATA Ratio implies that the host
was unsuccessful at obtaining needed portions of
the page, and may result from the selection of a
sender with a poor link, or loss of request and data
messages due to contention. The percentage of time
that a node, while in the Request state, spends using
the radio is the REQ Utilization percentage. A low
REQ Utilization suggests that the node is spending
a large amount of time backing off, or receiving
damaged messages.

Because the interference model in the simulator
is quite pessimistic, we have also performed ex-
periments using a shorter interference range. Table
I presents the metrics calculated from simulation
using a 50-foot interference range, and Table II con-



tains data from experiments with a 25-foot interfer-
ence range. These tables are located at the end of the
paper. Figures 4(a), 4(b), and 4(c) summarize the
total time performance of each experiment relative
to the baseline. Note that no improvement provided
more than a 25% reduction in total time, and all
require a great deal of additional complexity.

C. Analysis of Results

1) Line Dissemination: We found that the speed
of line dissemination has mixed results when com-
pared to Original Deluge. Figure 5(a) presents a
CDF of the single-page completion times for 440
nodes when propagating from the corner, and Figure
5(b) presents a CDF of times when propagating
from the middle of the edge. The forked pattern
is omitted, because we observed that the nonde-
terministic reception of the advertisements creating
the fork tended to result in one of the three new
lines completing well in advance of the others,
forcing the phase transition early, and performing
comparably to a single line directly across the
network.

Our results demonstrate the balance between
the reduced parallelism of the strict line and the
excess contention of unrestricted propagation. As
dissemination begins, we can see that constrain-
ing the propagation to a strict line results in a
much slower rate of completion when compared to
unrestricted propagation. However, once the phase
transition occurs, we see a much faster rate of
completion, and less of a leveling-off at the end of
the dissemination. In the Diagonal Across pattern,
though the propagation after phase transition was
similarly fast, the extra time required to transmit the
page from corner to corner over the lower-quality
diagonal links resulted in an overall slower propa-
gation. Using an artificial edge to the center of the
network produced times comparable to unrestricted
propagation. Our best results were obtained from
sending a “Manhattan” edge across the center of the
network, taking advantage of both the high-quality
“Manhattan” links and the splitting of the highly-
contended center region into two smaller and less-
contended areas, as seen in Figure 6.

As expected, beginning the dissemination from
the edge resulted in the fastest propagation, because
the initial phase of moving the data from the corner
to the center of the edge was rendered unnecessary.
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These results suggest that different initial positions
along the edge can produce significantly different
speeds.

In each of our three metrics, every line dissemina-
tion pattern performed worse than the baseline, but
this is entirely produced by propagation occurring
after the phase transition. Before the transition, the
average reception rate is approximately 0.85, and
the REQ-DATA ratio is lower than the average of
any full run. We hypothesize that when the data
starts from multiple internal sources simultaneously,
the resulting contemporaneous sending creates an
excess of contention. However, this excess con-
tention is balanced by the smaller distance that the
page must travel to reach the rest of the network.
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2) Tree Dissemination: Tree dissemination pre-
sented a propagation pattern that was very different
from that of standard Deluge. In Figure 7, we
see that while Deluge begins to slow down at
225 seconds, indicating that the dissemination is
moving slowly through the high-contention area,
tree dissemination maintains a constant speed. A
node only requests data from the node to which it
is most strongly connected, and contention losses
are therefore not exacerbated by poor sender se-
lection. Thus, the numbers of ineffectual requests
and redundant transmissions of data are greatly
reduced, and contention is reduced as a result.
However, the overall finishing time is still slower
than the 8-way Neighborhood Reduction, because
neighborhood reduction offers equally good links,

but more choice of senders. We can conclude that
the fixed pattern produced by the MET method is
effective, but not optimal for dissemination.

3) Fractal Dissemination: Fractal dissemination
mechanisms are not superior to original Deluge.
The overall propagation topology still displaying
contention effects. Because of overhearing, nodes
early on that are “lower” in the fractal overlay
receive pages even though they did not explic-
itly request them. These nodes then advertise, and
neighbors with the same priority respond with re-
quests. This effect counteracts any inducement of
the communication mechanism to promote page
propagation first along root branches of the fractal.
As shown in Figure 8, propagation of a page with
the fractal overlay continues to exhibit edge effects
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and center contention.
We tested the fractal overlay on a 20x20 grid with

two configurations. In the first case, nodes could
request pages from any other node it could hear
that satisfied the fractal requirements. Nodes made
less requests than original Deluge, and have a high
packet reception rate. However, nodes were idle the
same amount of time as original Deluge, we believe
because the fractal is sabotaging any advantages due
to parallelism.

In the second case, requesting nodes had to
satisfy the fractal and also be a neighbor of the
sender. This case is essentially sub-8-way neighbor
reduction where only legal fractal neighbors are
allowed. This case exhibited the best packet recep-
tion rate of all scenarios, and low request to data
ratio, but request utilization was also poor here, and
resulted in uncompetitive performance. Also, some
nodes took a long time to complete even when all
other nodes were finished. This probably occurred
because of such heavy neighbor communication
restrictions for nodes with poor connectivity. This
behavior, as evidenced by the tail on the CDF in
Figure 9, further extended the overall completion
time for the scenario.

4) Density Awareness: We had mixed results
with density awareness. While the linear function
based on neighbors provided about a 10% improve-
ment in total time to completion, the exponential
function yielded no improvement. In general, by
adjusting the request backoff bound, τr, based on

neighborhood size, we should be able to cause less
contention, and thus collisions. However, the func-
tions used do require the use of constants, and the
optimal value of these constants are unknown. One
drawback of this approach is that these constants
may rely heavily on the radio technology in use. To
better evaluate the effectiveness of this approach,
we must formulate a method for choosing these
constants, which we leave for future work.
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5) Neighborhood Reduction: Overall, the neigh-
borhood reduction schemes provided the best per-
formance, but the 8-way neighborhood reduction
performed the best (Figure 9). There are two factors
that improve its performance. First, nodes only re-
quest data from nodes which have good links, mak-
ing each request highly utilized. Second, by limiting
nodes to make requests to a small subset of their
neighbors, we reduce the overall contention caused
by request messages. It seems that the neighborhood
reduction scheme provides a nice balance between
restricting nodes to specific neighbors while provid-
ing flexibility in which neighbors to request data
from. In contrast, the line and tree dissemination
techniques provide very little flexibility.

6) On-Line Estimation: Our on-line estimation
techniques were ineffective, especially in the pres-
ence of dissemination traffic. Because our estima-
tors use periodic beacon messages with sequence
numbers in order to estimate packet loss, the esti-
mation process creates extra traffic. The estimation
traffic not only caused more contention and slowed
the progress of dissemination, but the dissemina-



tion traffic prevented many receptions of estimation
messages. This beacon loss left most nodes unable
to gather enough information about nodes to build
a meaningful neighbor table, nor enough to build
an MET tree.

Future work should include modification of the
Deluge protocol to support passive estimation. The
addition of a strictly increasing sequence number
to the Deluge messages themselves should enable
an estimation algorithm to calculate link qualities
without introducing extra traffic. In addition, the
progress of the Deluge protocol itself should offer
other information sources for history-based link
estimation.

D. Reduced Interference Range

Overall, we found that using a smaller interfer-
ence range reduces the benefits of nearly every
geographic optimization. In addition, overall time
to completion drops by approximately 70%, and
every contention metric is greatly improved. The
only geographic technique which we believe is still
helpful is the neighborhood reduction, because even
a network with a reduced interference range is still
susceptible to the inadvertent selection of poorly-
connected sending nodes. The initiation of the dis-
semination from the edge instead of the corner also
showed an improvement, but this effect is consistent
with that seen in the extended interference range
experiment.

VI. CONCLUSION

The use of geometric sender-set restriction tech-
niques create a number of trade-offs, and though
these techniques can result in improved dissem-
ination performance, the existence and extent of
the improvement is highly dependent on network
conditions. Techniques that transmit data along a
fixed path containing a small subset of nodes be-
fore allowing it to propagate epidemically are only
beneficial when the network is strongly affected by
hidden-terminal collisions, but excessively reduces
parallelism when contention effects are less pro-
nounced. The reduced performance and increased
contention caused by initiating dissemination si-
multaneously from multiple interior points is miti-
gated by the reduction in average distance that data
must propagate to reach the entire network. More
complex geometries imposed over the network, like

trees and recursive fractals, may smooth out the
response of the network to contention, removing
contention hot-spots but slowing the propagation
through areas that would not normally suffer from
contention.

The best results are gained, paradoxically, from
the techniques that are the least “geometric”. Re-
stricting the set of senders to those with the best
links removes the possibility of a stray long-link
advertisement inducing a storm of unsatisfiable re-
quests, and should improve performance. Neighbor-
hood reduction can be performed with active or
passive estimation, even in a non-geometric net-
work. Making backoff timers responsive to density
estimates reduces the negative effects of request im-
plosion, and this technique can also be applied with
estimation and little explicit geometric information.

Additionally, our examination of the interference
model used in the TOSSIM simulation environ-
ment suggests that room for future work exists in
developing a more realistic model that establishes
an active relationship between link quality and
interference probability.
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