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CS 294-5: Statistical
Natural Language Processing

Machine Translation II
Dan Klein

includes slides from Yamada, Knight, Koehn

Assignment 2 Honors
PNP Classification:

Arlo Faria: 89.03
N-grams up to 6, character class n-grams

Dave Latham: 88.12
N-grams to 5, numWords, character class features, words 
and word sequences

POS Tagging
David Rosenberg: 96.7/84.6

Local words, character n-grams from local words
Arlo Faria: 96.4/84.5

Relatively few features, selected sub-word features
Colin Dewey: 96.1/65.3 (with HMM)

“Shape” of Alignments IBM Models 1+2

Le Japon secoué par deux nouveaux séismes

Japan shaken by two new quakes

Learning with EM
Model 1 Parameters: P(f|e)

Start with P(f|e) uniform, including P(f|null)
For each sentence:

For each French position i
Calculate posterior over English positions, P(ai|i)

Increment count of word fi with word eai

Iterate until convergence
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HMM Alignment Model

Des tremblements de terre ont à nouveau touché le Japon jeudi 4 novembre. 

On Tuesday Nov. 4, earthquakes rocked Japan once again
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IBM Model 3
Mary did not slap the green witch

Mary not slap slap slap the green witch 

Mary not slap slap slap NULL the green witch

n(3|slap)

Mary no daba una botefada a la verde bruja

Mary no daba una botefada a la bruja verde

P(NULL)

t(la|the)

d(j|i)

[Al-Onaizan and Knight, 1998]

Decoding

In these word-to-word models
Finding best alignments is easy
Finding translations is hard (why?)

Exact Decoding as a TSP Greedy Decoding

Stack Decoding Phrase-Based Systems
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Bidirectional Alignment Growing Alignments

Extracting Phrases Models?


