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Why Do We Care? Interesting Results
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O Search space is too large for purely exhaustive
O Machine state varies from run to run
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Application Overview Architecture Overview Future Work
Short Term
O Parsec Fluidanimate (Intel) Dual Socket — Quad Core Intel x86 Nehalem O Get the rest of the Chombo data gathered
O Benchmark Fluid Dynamics Solver Socket 1 0 Continue scaling analysis and perform better
O Simulates the underlying physics of fluid motion for Single Socket — Six Core x86 SiCortex pipeline analysis of data
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O Exhibits coarse-granular parallelism, static load balancing T Cache Control Switch O Propose a standard set of useful counters for
0 Contains large working sets, some communication L3 $ profiling performance and energy usage at runtime
1 o O Apply machine learning algorithms to find trends
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Conclusions
o O Too Many Counters, not enough useful ones
0 Chombo Finite Elements Solver | 0 Dual Socket 0 Single Socket O Semantics of counters between different machines
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o Private L1 (32K) and L2 (256K) per Core O Private L1 (32K) per Core = Star|1_dar_d|ze or} ones most léseful for predicting
O Inclusive Shared L3 (8 MB) O Inclusive Shared Partitioned L2 (256K/Core) M et[pp |cfat||on petr orman.ce and energy usage
O Up to 6 instructions issued per cycle O Up to 2 instructions issued per cycle H O§|. E:SIGCU ?O"g erst are.
O 10 outstanding data cache misses at a time O 1 outstanding data cache miss at a time 0 ot Lycle Lounts

O Instructions Committed

O Uses finite differénces to discretize partial differential _
equations on block-structured, adap?ively refined grids 635 Events available for Performance 3993 Events available for Performance

using published algorithms Counters Counters

O This specific application uses the Poisson Solver for Oct-
Tree Adaptive Meshes introduced by Martin & Cartwright

O Last level cache misses
O Missing counters
O Energy metering
O Cache sharing statistics (present on SiCortex)
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