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Charniak parser
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LSTM language model
( $\mathbf{G}_{\text {LSTM }}$ )
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Should we try to do away with B?

No, better to combine B and G more explicitly 93.9 F1 on PTB; 94.7 semi-supervised
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## Using standard beam search for G



Beam Size 100
$\mathrm{G}_{\text {RNNG }} \quad 29.1$ F1
$\mathrm{G}_{\text {LSTM }} \quad$ 27.4 F1

## Standard beam search in G fails

Word generation is lexicalized:
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Can we do better by simply combining model scores?

$$
\begin{aligned}
& \mathrm{B} \longrightarrow \mathrm{G}+\mathrm{B} \\
& \mathrm{G} \cup \mathrm{~B} \longrightarrow \mathrm{G}+\mathrm{B} \\
& \lambda \log p_{G}(x, y)+(1-\lambda) \log p_{\boldsymbol{B}}(y \mid x)
\end{aligned}
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## Conclusion

Search procedure for G
(more effective version forthcoming: Stern et al., EMNLP 2017)
Found model combination effects in $B \longrightarrow G$

Large improvements from simple, explicit score combination:

$$
B \rightarrow G+B
$$

Thanks!

