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B G 

No, better to combine B and G more explicitly 
93.9 F1 on PTB;  94.7 semi-supervised 

Should we try to do away with B? 
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Word generation is lexicalized: 

Standard beam search in G fails 
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Thanks! 


