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Motivation

• Conventional	
  datacenter	
  networks	
  are	
  hierarchical
• Oversubscription	
  forces	
  services	
  to	
  reserve	
  hosts	
  
for	
  locality
• Redundant	
  links	
  don’t	
  help	
  performance

Core

Aggregation

Edge

Figure 1: Common data center interconnect topology. Host to switch links are GigE and links between switches are 10 GigE.
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Figure 2: Current cost estimate vs. maximum possible number
of hosts for different oversubscription ratios.

We also include the cost to deliver an oversubscription of 1:1 using
our proposed fat-tree architecture for comparison.
Overall, we find that existing techniques for delivering high lev-

els of bandwidth in large clusters incur significant cost and that
fat-tree based cluster interconnects hold significant promise for de-
livering scalable bandwidth at moderate cost. However, in some
sense, Figure 2 understates the difficulty and expense of employing
the highest-end components in building data center architectures.
In 2008, 10 GigE switches are on the verge of becoming commod-
ity parts; there is roughly a factor of 5 differential in price per port
per bit/sec when comparing GigE to 10 GigE switches, and this
differential continues to shrink. To explore the historical trend,
we show in Table 1 the cost of the largest cluster configuration
that could be supported using the highest-end switches available
in a particular year. We based these values on a historical study of
product announcements from various vendors of high-end 10 GigE
switches in 2002, 2004, 2006, and 2008.
We use our findings to build the largest cluster configuration that

technology in that year could support while maintaining an over-
subscription of 1:1. Table 1 shows the largest 10 GigE switch avail-
able in a particular year; we employ these switches in the core and
aggregation layers for the hierarchical design. Tables 1 also shows
the largest commodity GigE switch available in that year; we em-

Hierarchical design Fat-tree

Year 10 GigE Hosts Cost/ GigE Hosts Cost/
GigE GigE

2002 28-port 4,480 $25.3K 28-port 5,488 $4.5K
2004 32-port 7,680 $4.4K 48-port 27,648 $1.6K
2006 64-port 10,240 $2.1K 48-port 27,648 $1.2K
2008 128-port 20,480 $1.8K 48-port 27,648 $0.3K

Table 1: The maximum possible cluster size with an oversub-
scription ratio of 1:1 for different years.

ploy these switches at all layers of the fat-tree and at the edge layer
for the hierarchical design.
The maximum cluster size supported by traditional techniques

employing high-end switches has been limited by available port
density until recently. Further, the high-end switches incurred pro-
hibitive costs when 10 GigE switches were initially available. Note
that we are being somewhat generous with our calculations for tra-
ditional hierarchies since commodity GigE switches at the aggre-
gation layer did not have the necessary 10 GigE uplinks until quite
recently. Clusters based on fat-tree topologies on the other hand
scale well, with the total cost dropping more rapidly and earlier (as
a result of following commodity pricing trends earlier). Also, there
is no requirement for higher-speed uplinks in the fat-tree topology.
Finally, it is interesting to note that, today, it is technically in-

feasible to build a 27,648-node cluster with 10 Gbps bandwidth
potentially available among all nodes. On the other hand, a fat-
tree switch architecture would leverage near-commodity 48-port 10
GigE switches and incur a cost of over $690 million. While likely
cost-prohibitive in most settings, the bottom line is that it is not
even possible to build such a configuration using traditional aggre-
gation with high-end switches because today there is no product or
even Ethernet standard for switches faster than 10 GigE.

2.2 Clos Networks/Fat-Trees
Today, the price differential between commodity and non-

commodity switches provides a strong incentive to build large-scale
communication networks from many small commodity switches
rather than fewer larger and more expensive ones. More than fifty
years ago, similar trends in telephone switches led Charles Clos to
design a network topology that delivers high levels of bandwidth
for many end devices by appropriately interconnecting smaller
commodity switches [11].



Goals

• Want	
  agility:	
  assign	
  any	
  server	
  to	
  any	
  service
• For	
  VM	
  migration	
  and	
  demand	
  spikes

• Requirements:
1. High	
  capacity regardless	
  of	
  location
2. Flat	
  addressing for	
  easy	
  migration

• Ideal:	
  Whole	
  datacenter	
  is	
  a	
  big	
  Ethernet



Solution

1. High	
  capacity:	
  Clos	
  topology	
  +	
  Valiant	
  Load	
  
Balancing

2. Flat	
  addressing:	
  Directory	
  service



Clos	
  Topology

• Provides	
  many	
  paths	
  between	
  any	
  pair	
  of	
  hosts
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Valiant	
  Load	
  Balancing

• Pick	
  a	
  random	
  path	
  for	
  each	
  flow	
  using	
  ECMP
• Custom	
  host	
  networking	
  stack	
  rewrites	
  packets
• Using	
  IP	
  encapsulation

• Provides	
  high	
  capacity
Core

Aggregation

Rack



Directory	
  Service

• Apps	
  see	
  application-­‐specific	
  IP	
  addresses	
  (AAs)
• Switches	
  route	
  location-­‐specific	
  IP	
  addresses	
  (LAs)
• Directory	
  service	
  stores	
  AA-­‐LA	
  mapping
• And	
  can	
  enforce	
  access	
  control	
  policies

• Custom	
  host	
  networking	
  stack	
  rewrites	
  packets



Path	
  of	
  a	
  Packet

Core

Aggregation

Rack

Directory	
  
Service

(1)	
  Application	
   (AA	
  1)	
  sends	
  
packet	
  to	
  AA	
  2

(5)	
  ECMP	
  ensures	
  packet	
  
takes	
  random	
  path	
  to	
  
random	
  core	
  switch

(6)	
  Core	
  switch	
  decapsulates
packet.	
  New	
  destination:	
  LA	
  102

(2)	
  Host	
  stack	
  looks	
  up
AA	
  2	
  in	
  directory:	
  LA	
  102

(3)	
  Host	
  stack	
  encapsulates	
  
packet	
  with	
  LA	
  102

(4)	
  Host	
  stack	
  encapsulates	
  
packet	
  with	
  LA	
  100	
  (core)

(7)	
  Receiving	
  host’s	
  stack	
  
decapsulates packet	
  and	
  
delivers	
  to	
  application	
  at	
  AA	
  2



Evaluation

• Valiant	
  Load	
  Balancing	
  works
• 94%	
  efficiency,	
  0.98	
  fairness,	
  isolation,	
  failures
• Assumptions:	
  flows	
  capped	
  at	
  ~1	
  GB,	
  network	
  links	
  10x	
  
faster	
  than	
  host	
  links

• Directory	
  service	
  is	
  fast	
  enough
• 60	
  servers	
  can	
  handle	
  100K	
  hosts



Discussion

• Which	
  is	
  easier	
  to	
  change,	
  hosts	
  or	
  switches?
• Flat	
  addresses	
  and	
  routing:	
  ROFL,	
  Disco
• Map	
  to	
  hierarchical	
  vs.	
  route	
  directly	
  on	
  flat


