
CS174 Sp2001 Homework 12 Solutions out: May 3, 2001

1. Each secret sharesi of a secrets is a pairxi; yi whereyi = p(xi) and

p(x) = rtx
t + � � �+ r1x + s(mod p)

is a polynomial whose coefficientsr1; : : : ; rt are chosen independently and uniformly at
random fromZp. As we did for addition, assume that all secrets are shared at the same
evaluation pointsx1; : : : ; xn. Then we can drop references to thexi, and write (by slight
abuse of notation)si = yi.

Suppose then that secretsa andb are shared asa1; : : : ; an andb1; : : : ; bn. The reconstruction
functionh is:

s = h(s1; : : : ; st+1) =
t+1X

i=1

siLi

and the Lagrange polynomial coefficientLi (which we wrote asLi(0) before) is

Li =

Q
j 6=i�xjQ

j 6=i(xi � xj)

the question asks to compare the values ofh(a1b1; : : : ; at+1bt+1) andab, and from the above:

h(a1b1; : : : ; at+1bt+1) =
t+1X

i=1

aibiLi

to prove that this is not equal toab we need only a counter-example. Pickt = 1, x1 = �1,
x2 = 1, whenceL1 = L2 = 1=2. Thereforeh(a1b1; a2b2) = 1=2(a1b1 + a2b2). But ab is the
product of1=2(a1 + a2) and1=2(b1 + b2). Clearly:

1=2(a1b1 + a2b2) 6= 1=4(a1 + a2)(b1 + b2)

2. Notice thath(s1; : : : ; st+1) is a linear function from the formula above, that is,h(�s1; : : : ; �st+1) =
�h(s1; : : : ; st+1)(mod p). Soh(ka1; : : : ; kat+1) = ka(mod p). Therefore multiplication
by a public scalar works with secret-sharing.

3. Let u and v be two numbers bit-committed asA = gxhu andB = gyhv. We give two
ZKPs, one that(u = 1) _ (v = 1) and the other that(u = 0) _ (v = 0). If both conditions
hold, then exactly one of the numbers is zero, and the other is one. First, for the proof that
(u = 1) _ (v = 1). In reality, it will be the case that eitheru = 0, v = 1 or vice versa.
Suppose the first case holds, then we will need a simulation of a proof thatu = 1 and a real
proof thatv = 1, and we will combine them:

(a) Prover picksa1 (for real proof thatv = 1) at random and sends�1 = ga1(mod p) to
verifier. Prover picks randomc0 andw0 and sets�0 = gw0(Ah�1)�c0(mod p), and
sends�0 to verifier (for phoney proof thatu = 1).
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(b) Verifier picksc(mod q) at random, and sends it to prover.

(c) Prover computesc1 = c � c0, and thenw1 = yc1 + a1(mod q). Prover sendsc0, c1,
andw0 andw1 to verifier.

(d) Verifier checks thatc = c0 + c1 and that

gw0 = �0(Ah
�1)c0(mod p)

gw1 = �1(Bh�1)c1(mod p)

For the proof for the case whereu = 1 andv = 0 is similar, we flip the correct and phoney
proofs:

(a) Prover picksa0 (for real proof thatu = 1) at random and sends�0 = ga0(mod p) to
verifier. Prover picks randomc1 andw1 and sets�1 = gw1(Ah�1)�c1(mod p), and
sends�1 to verifier (for phoney proof thatv = 1).

(b) Verifier picksc(mod q) at random, and sends it to prover.

(c) Prover computesc0 = c � c1, and thenw0 = yc0 + a0(mod q). Prover sendsc0, c1,
andw0 andw1 to verifier.

(d) Verifier checks thatc = c0 + c1 and that

gw0 = �0(Ah
�1)c0(mod p)

gw1 = �1(Bh�1)c1(mod p)

To construct a proof thatu = 0 or v = 0, we repeat the above proofs, but replace(Ah�1)
with (A) and(Bh�1) with (B).

Second MethodThis method is a little simpler. Notice that if exactly one ofu, v is one and
the other zero, thenu + v = 1. Use the proof given in class to show thatu is either zero or
one. Then by enforcing the constraint thatu+ v = 1, we forcev to be either zero or one. To
enforce the constraint, note that

ABh�1 = gxhugyhvh�1 = g(x+y)h(u+v�1)

and then we can give a zero-knowledge proof that we know the discrete log wrtg of ABh�1.
That proves thatABh�1 is a pure power ofg (assuming we dont know the log ofh), or in
other wordsu+ v � 1 = 0. This proof is just Shamir’s discrete log proof:

(a) Prover picksa at random, and sends� = ga(mod p) to verifier.

(b) Verifier picksc at random fromZq and sends to prover.

(c) Prover sendsw = c(x+ y) + a(mod q) to verifier.

(d) Verifier checks thatgw = �(ABh�1)c(mod p).
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