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ABSTRACT
In image-based rendering, images acquired from a scene are

used to represent the scene itself.  A number of reference images
are required to fully represent even the simplest scene.  This leads
to a number of problems during image acquisition and subsequent
reconstruction. We present the multiple-center-of-projection
image, a single image acquired from multiple locations, which
solves many of the problems of working with multiple range
images.

This work develops and discusses multiple-center-of-
projection images, and explains their advantages over
conventional range images for image-based rendering.  The
contributions include greater flexibility during image acquisition
and improved image reconstruction due to greater connectivity
information.  We discuss the acquisition and rendering of
multiple-center-of-projection datasets, and the associated
sampling issues.  We also discuss the unique epipolar and
correspondence properties of this class of image.
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1 INTRODUCTION
In recent years, image-based rendering (IBR) has emerged

as a powerful alternative to geometry-based representations of
3-D scenes.  Instead of geometric primitives, the dataset in IBR is
a collection of samples along viewing rays from discrete
locations.  Image-based methods have several advantages.  They
provide an alternative to laborious, error-prone geometric
modeling.  They can produce very realistic images when acquired
from the real world, and can improve image quality when
combined with geometry (e.g., texture mapping).  Furthermore,
the rendering time for an image-based dataset is dependent on the
image sampling density, rather than the underlying spatial
complexity of the scene.  This can yield significant rendering
speedups by replacing or augmenting traditional geometric
methods [7][23][26][4].

The number and quality of viewing samples limits the
quality of images reconstructed from an image-based dataset.

Clearly, if we sample from every possible viewing position and
along every possible viewing direction (thus sampling the entire
plenoptic function [19][1]), then any view of the scene can be
reconstructed perfectly.  In practice, however, it is impossible to
store or even acquire the complete plenoptic function, and so one
must sample from a finite number of discrete viewing locations,
thereby building a set of reference images.  To synthesize an
image from a new viewpoint, one must use data from multiple
reference images.  However, combining information from
different images poses a number of difficulties that may decrease
both image quality and representation efficiency.  The multiple-
center-of-projection (MCOP) image approaches these problems
by combining samples from multiple viewpoints into a single
image, which becomes the complete dataset.  Figure 1 is an
example MCOP image.

Figure 1 Example MCOP image of an elephant

The formal definition of multiple-center-of-projection
images encompasses a wide range of camera configurations.  This
paper mainly focuses on one particular instance, based on the
photographic strip camera [9].  This is a camera with a vertical
slit directly in front of a moving strip of film (shown in Figure 2
without the lens system).  As the film slides past the slit a
continuous image-slice of the scene is acquired.  If the camera is
moved through space while the film rolls by, then different
columns along the film are acquired from different vantage points.
This allows the single image to capture continuous information
from multiple viewpoints.  The strip camera has been used
extensively, e.g., in aerial photography.  In this work’s notion of a
digital strip camera, each pixel-wide column of the image is
acquired from a different center-of-projection.  This single image
becomes the complete dataset for IBR.

Features of multiple-center-of-projection images include:
• greater connectivity information compared with

collections of standard range images, resulting in
improved rendering quality,

• greater flexibility in the acquisition of image-based
datasets, for example by sampling different portions of
the scene at different resolutions, and

• a unique internal epipolar geometry which
characterizes optical flow within a single image.
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