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What makes a good (or the best) match?

Given samples A and B, we define a 
metric f(A, B) of concatenation quality.  
Compare f(A, #1), f(A, #2), f(A, #3) to 
find the best.

Compare best f() against an absolute 
standard to test for good enough.
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What makes a transparent splice?

Similar loudness.

+
No waveform discontinuity at 
the splice point.  Easy to handle 
in the “do the splice” algorithm.

Harder: The end of A and the start of B should have ...

A B

Similar spectral shape.

Similar pitch.

Absolute & delta: amplitude envelope, tremolo.

Absolute & delta: spectral motion across splice.

Absolute & delta: vibrato and pitch bends.
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Topics for today ...

Database descriptors: How to compute, 
access, and compare a waveform property 
for a database of audio waveform.

Temporal structure and pitch metrics.

Energy and loudness metrics.

Spectral shape and harmonic metrics
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Energy: RMS, dB’s, and all that ...
s(t) = 0.5*sin(2*pi*t/1000) + 0.2*sin(2*pi*t/500) + 0.3*sin(2*pi*t/250)

s(t)

s2(t)

0.0
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10.3 Signal Descriptors

Signal descriptors (figure 10.10) are directly derived from the sampled sound signal by methods of
digital signal processing (DSP).

f0 (Fundamental Frequency Estimate of the Signal)

deltaf0 (Derivative of Fundamental Frequency)

energy (Energy)

logenergy (Logarithmic Energy)

deltalogenergy (Derivative of Logarithmic Energy)

zcr (Zero Crossing Rate)

cutoff (Harmonic Cutoff Frequency)

signal (Signal descriptors)

Figure 10.10: Signal descriptors

10.3.1 Energy

The linear energy of the signal is given by

Energy =
1
N

N∑

i=1

(si)
2 (10.1)

10.3.2 Logarithmic Energy

The logarithmic energy is the descriptor Energy in decibel (dB), given by

LogEnergy = dB(Energy) = 10 log10(Energy) (10.2)

The unit decibel is defined as the ratio R of two signals with energies E1 and E2:

R = 10 · log10
E1

E2
(10.3)

Often, however, an implicit reference energy of E2 = 1 is used. A ratio of 10 dB corresponds roughly
to doubling the loudness. The unit decibel is well suited to practical use, since the dynamic range
of the human ear is quite large, still, the values in decibel stay in a manageable range. For example,
if the threshold of hearing is defined as a reference point of 0 dB, the dynamic range reaches up to
120 dB, the threshold of pain. This corresponds to doubling the loudness 12 times.

N

0.19

Playing
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RMS energy ...
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Units are amplitude2
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deciBels (dB) ...
Define (arbitrarily) 90dB as:  si(t) = 1.0, for ∀i

si(t) for ∀i Energy log10(E) dB
1.0 1.0 0 90
0.1 0.01 -2 70
0.01 0.0001 -4 50
0.001 0.000001 -6 30

Then ...
dB = 90 + 10 log10 (Energy)
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10.3.2 Logarithmic Energy

The logarithmic energy is the descriptor Energy in decibel (dB), given by

LogEnergy = dB(Energy) = 10 log10(Energy) (10.2)

The unit decibel is defined as the ratio R of two signals with energies E1 and E2:

R = 10 · log10
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(10.3)

Often, however, an implicit reference energy of E2 = 1 is used. A ratio of 10 dB corresponds roughly
to doubling the loudness. The unit decibel is well suited to practical use, since the dynamic range
of the human ear is quite large, still, the values in decibel stay in a manageable range. For example,
if the threshold of hearing is defined as a reference point of 0 dB, the dynamic range reaches up to
120 dB, the threshold of pain. This corresponds to doubling the loudness 12 times.

dB = 90 + 20 log10 (RMS E)

Perception: Loudness of a sinusoid roughly goes as 
the cube root of amplitude -- close to logarithmic.
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Example: GB Piano, Middle C, medium velocity
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Example: Middle C, soft - medium - hard
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velocities are equal energy.3 dB
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Example: G1 - C4 (Middle C) - B7

G1

C4

B7

Relative amplitudes sound 
“matched”, but energy 
decays are quite different ...

One reason: low notes 
have more harmonics 
sounding ... however ...

G1

C4

B7



Loudness is also frequency-dependent ...
Fletcher-Munson curves.



UC Regents Spring 2006 © UCBMusic 209 L7: Database Descriptors

How we computed these graphs (in SAOL) ...
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dB(t)

instr mixer () {
  ksig e, db;

  e = rms(input[0]);
  db = dbamp(e + 0.0001);
}

rms() is a 
“specialop”.

Accepts a-rate 
data, returns k-

rate values.

dbamp() is a core 
opcode for db. 

0.0001 because 
log(0) undefined.
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Using energy maps in systems

Shadow tables of waveform (as above).
Inverse tables: Table index is dB, table entry 
is a pointer to a waveform data point.
Delta features: Time derivative of shadow 
dB table codes transients, steady sections.
Time filters: 1-3 Hz, 3-5 Hz, 5-10Hz components.
“Modulation transfer functions” in neuroscience.
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“Characteristic values”: from Diemo Schwarz ’s Ph.D.
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Figure 11.1: Characteristic values display of the loudness descriptor of a unit

11.2 Temporal Characteristics

The rough evolution of a descriptor over time is generally called its envelope. There are several ways
to model the envelope, used concurrently in Caterpillar.

AR and Inverse AR Envelope
To fit an AR-envelope (figure 11.2(a)) to a unit, we determine the attack and release time, i.e.
the time from the start value of the descriptor to the maximum, and then to the end value.
The inverse AR Envelope is goes from the start value to the minimum and then to the end.

ADSR Envelope
One common way to express envelope, used in synthesisers, is called ADSR, from the param-
eters attack time, decay time, sustain level, and release time (figure 11.2(b)). It can simulate
a wide range of acoustic instruments’ envelopes. It is modeled by fitting a four-segment curve
to the linear energy evolution of the unit (Jensen 1999; Helen and Virtanen 2003)

Reducing entire graph to a number ...
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Spectral Shape



Summarizing spectrograms
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the spectrum at time tj.
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Spectral Centroid
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Center of mass of the 
spectral slice. Related 
to the perception of 

brightness.t

CHAPTER 10. SOUND DESCRIPTORS 97

10.6.1 Spectral Centroid

The spectral centroid (measured in Hertz) is defined as the center of gravity of the FFT magnitude
spectrum. It is closely related to the perception of brightness.

SpectralCentroid =
∑N

i=1 aifi∑N
i=1 ai

(10.13)

10.6.2 Spectral Tilt

Acoustic instruments, such as the trumpet and the voice have source spectra which can vary greatly,
especially according to the physical effort, i.e. the intensity at which the instrument is played
(Beauchamp 1975; Benade 1976; Beauchamp 1980; Bennett and Rodet 1989; Fletcher and Tarnopol-
sky 1999). The louder the sound, the stronger the high frequency components become. This can be
seen as a downward spectrum tilt (or slope) which decreases with loudness. For speech, it is among
others responsible for the prosodic feature of accent, in that a speaker modifies the tilt (raising the
slope) of the spectrum of a vowel, to put stress on a syllable (Dogil 1995).
The spectral tilt descriptor gives an idea of the inclination of the spectrum. Its unit is decibel per
octave. For the spoken voice, the typical value is −6 dB

oct

According to Lambert (2001a), we can use the cubic root of the 3rd order centered moment of the
spectral envelope (resulting from additive analysis) as an estimation for the spectral tilt:

3

√√√√
∑H

i=1 Ai (Fi − HarmonicSpectralCentroid)3
∑H

i=1 Ai

(10.14)

with the centroid of the harmonic spectral envelope given by

HarmonicSpectralCentroid =
∑H

i=1 AiFi∑H
i=1 Ai

(10.15)

However, it is preferable to base the spectral descriptors on the FFT magnitude spectrum, and not
on the harmonic spectrum, because the latter is not always defined, e.g. for noisy sounds.
We prefer therefore the more robust method suggested by Rodet and Tisserand (2001), where the
spectral tilt m is calculated by fitting a regression line â to the FFT magnitude spectrum with

âi = mfi + b (10.16)

where the square difference E =
∑N

i=1 (ai − âi)
2 is minimised, yielding

m =
N

∑N
i=1 fiai −

∑N
i=1 fi

∑N
i=1 ai

N
∑N

i=1 f2
i −

(∑N
i=1 fi

)2 (10.17)

The factor m is per frequency step of an FFT-bin of fs/(2M) Hz. To converted to the right unit
decibel per octave, we have to divide by the number of octaves in the spectrum, log2

fs

2 = log2f2 − 1
(Schwarz 1998; Rodet and Schwarz 2000):

SpectralTilt = 10 log10 m
M

log2(fs) − 1
(10.18)

10.6.3 Spectral Spread

The spectral spread is defined as the value of the second order centered moment of the magnitude
spectrum (corresponding to the standard deviation):

SpectralSpread =

√√√√
∑N

i=1 ai (fi − SpectralCentroid)2
∑N

i=1 ai

(10.19)

Also, “Harmonic centroid”: computed on partials ...
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10.6.3 Spectral Spread

The spectral spread is defined as the value of the second order centered moment of the magnitude
spectrum (corresponding to the standard deviation):

SpectralSpread =

√√√√
∑N

i=1 ai (fi − SpectralCentroid)2
∑N

i=1 ai

(10.19)

See Diemo Schwarz ’s Ph.D. 
for a complete list ...
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Pitch
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f f f
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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Recall ...
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mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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denote frequency in Hz. (B) Plot showing map position of the neuron
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data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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sound stimulus with canceled fundamental frequency. (C) Maps of
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numbers denote frequency in Hz.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-

Time

A

Time

350 550 750 1050 1350 C

I L

0

2 ILL

With f

No f

Time delay

FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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