
CS 294 Homework Assignment 1 (due September 24)Prerequisites for R. Parts of this homework assignment will be done using a statistial program-ming language alled R. The software is freely available at http://www.r-projet.org/ and is availablein Windows, OS X and Linux versions. Knowledge of R will be very useful for future work withstatistial models, and furthermore, R has a very good SVM pakage whih an be used on large-salereal-life problems. This setion will have you install R; no deliverables are required.Installation. You will need to install R and a pakage alled e1071. One R is installed, run it.So, in order to install e1071, type ininstall-pakages(�e1071�)Note. On Unix mahines, the installer will attempt to install the libraries to a global loation. If youdo not have permissions to do so (or do not want an unknown program to exeute as root), you anset the environment variable R_LIBS to point to a writable diretory and all pakage installation willour there.Basi Usage. R is a very powerful language whih has many useful features. It is suggested thatyou take a look at a tutorial to get familiar with basi funtionality.In order to use a library, exeutelibrary(�libname�)(1) Toy ProblemSee �le toy.R for ode and assignment. Perform the experiments required in the assignmentand report on your �ndings. Submitting ode is not required.(2) YALE and Spam FilteringYALE (Yet Another Learning Environment) is a Java library and GUI implementing a largenumber of ML funtions. Download and install it from http://rapid-i.om. It is suggested thatyou go through the tutorial to familiarize yourself with its features. If you wish to experimentwith the data for problem 1), load the experiment toy-yale.xml. Remember to turn on theexpert mode in YALE.This time, our dataset will be the real-life spam/ham (not spam) dataset used to trainSpamAssassin. Originally, the training set is in the form of email messages. In order toperform lassi�ation, it is neessary to onvert the email messages into feature vetors; inthis ase, we use a representation alled the �bag of words.� That means we model a doumentas a olletion of word frequeny ounts � eah dimension in the feature vetor is the numberof times that the orresponding word appeared in the doument. As part of preproessing,the headers were removed, the HTML tags were stripped, and the 500 most relevant (you'lllearn about this later) words were left.(a) Basi ModelLoad spam-basi.xml to have a basi experiment loaded. This loads the data, then ross-validates a lassi�er. Run the model and observe the performane. The model urrentlyused is a deision tree. Look at the auray statistis. There is something profoundlywrong. What's the problem? Try using other lassi�ers (exept for SVM). Report whatworks. Consider using preproessing �lters suh as Preproessing->Attributes->Filter->Numeri2Binary to transform the data before lassifying it. Numeri2Binary replaesthe word ounts by indiators of whether the word was present or not. Why an it helpauray?(b) Choosing ParametersLoad spam-grid.xml. This experiment uses the SVM as a lassi�er, and the SVM hasseveral parameters. All kernel types have the C parameter, polynomial kernels have thedegree, gamma and oef0 parameters, rbf kernels have gamma. These an be hosenby grid searh, with ross-validation used to estimate performane with a ertain set ofparameters. 1



Currently, the experiment searhes for the best C and degree for the polynomial kernel.Modify it to �nd the best oef0 as well; also try hanging the kernel to rbf and seletingthe gamma (but don't sweep aross oef0 and degree when using the rbf; that'll justwaste yles).Look at the log �le to see what the auray is with eah set of parameters. Try tounderstand and explain why hanging the C has an e�et on the auray and whyhaving a too high C is not optimal (hint, higher C penalizes the SVM more for seletinga funtion whih makes mistakes or omes lose to making mistakes on some data).() Training, validation, testingIn 2a) and b) we have been abusing our data. Sine we ran rossvalidation on the wholedataset, the resulting hoie of model parameters may over�t the data. Explain what theproblem is, sine we never train on the data we test on. Why is using the same data setfor seleting parameters and estimating �nal performane a bad idea?If you are interested, spam-fany.xml sets up the proper experiment. However, due tosome peuliarities of YALE, it is fairly omplex and it is not trivial to hange lassi�ers.(3) RegressionIn this question we will �t linear regressions to predit housing pries in Boston. The datais given in housing.data and a desription of the olumn values is given in housing.names.For our purpose, the input variables (X) are the �rst 13 olumns of the dataset, and theresponse variables are in the last olumn. Augment the data X with a onstant intereptterm before �tting the regressions. Reall that you almost never need to expliitly omputea matrix inverse in pratie. Instead, solve a linear system (for example via the bakslashoperator in Matlab) whenever possible.(a) Linear regressionReall that in standard linear regression we model the X-y dependene as
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.Begin by writing three funtions:

• A funtion that takes as input a set of training data X = (x1, . . . ,xn),y =
(y1, . . . , yn) and produes as output an estimate of the optimal weight vetor ŵ.

• A funtion that takes a weight vetor w and a ase x and produes a predition ofthe assoiated value y.
• A funtion that takes as input a training set of input and output values and a testset of input and output values and returns the mean squared training error andthe mean squared test error.To test our regression, divide the data into a training and test set. For a given trainingset size use the �rst few rows of the housing data as the training set and the rest as thetest set. Report the mean squared training and test error for training sets of sizes 200,300, and 400. Also submit your ode for omputing ŵ.(b) Ridge regressionIt turns out that for smaller training sets the alulations of the optimal weight-vetorabove beome unstable. A ommon solution is to use a regularization strategy for themagnitude of the vetor w. Make a small hange to your ode so that it now optimizesthe objetive
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with λ = 10−6. Use this new regression model to ompute mean squared training andtest error for training set sizes 10, 50, 100, 200, 300, 400. Submit your updated ode foromputing ŵ.() Polynomial regressionBy omputing new features from our existing data we an onsiderably inrease the �exi-bility of the linear regression framework. Partiularly, we will now model the dependeneas
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i ,for some hoie of maximum degree m. Make small adjustments to the ode of the pre-vious question so that it now omputes the ridge regression solution w for the expandedset of features. Some of the new features we added to X introdued olumns that havesigni�antly larger magnitude than other olumns, whih an reate problems at omputetime. To sidestep this issue, it is good pratie to resale the olumns prior to �tting theregression. Resale your training features and use the same resaling on the test data.For �tting this model, let λ = 10−6. Report the mean squared training and test errorfor values of m = 0, . . . , 10. For the ase of m = 0 only leave the interept term of X.Argue in two sentenes why we expet the training error to be monotonially dereasingwith maximal degree m. Whih value m would you hoose to evaluate your model on anunknown test set?To hek your results, for m = 2 you should see a training error of about 14.5 and a testerror of about 32.8.(4) Properties of Ordinary Least SquaresReall the normal equations that were used to solve the ordinary least squares problem:

(X⊤X)w = X⊤y.(a) Invariane to resalingIn the previous question you resaled the data prior to �tting a regression. By appealingto the normal equations, prove that resaling the data will not hange the preditedvalues ŷ∗ for test data x∗.(b) Perfet �ttingWhat property must hold for the training data X so that the training error will be zerofor any set of training responses y?


